{

"nbformat": 4,

"nbformat\_minor": 0,

"metadata": {

"colab": {

"provenance": [],

"collapsed\_sections": []

},

"kernelspec": {

"name": "python3",

"display\_name": "Python 3"

},

"language\_info": {

"name": "python"

}

},

"cells": [

{

"cell\_type": "markdown",

"source": [

"\*\*1. Required libararies are imported\*\*"

],

"metadata": {

"id": "UOP6ubuAdGT6"

}

},

{

"cell\_type": "code",

"source": [

"import numpy as np \n",

"import pandas as pd \n",

"import matplotlib.pyplot as plt\n",

"import seaborn as sns\n",

"import keras\n",

"from sklearn.model\_selection import train\_test\_split\n",

"from sklearn.preprocessing import LabelEncoder\n",

"from keras.models import Model\n",

"from keras.layers import LSTM, Activation, Dense, Dropout, Input, Embedding\n",

"from keras.optimizers import RMSprop\n",

"from keras.preprocessing.text import Tokenizer\n",

"from keras.preprocessing import sequence\n",

"from keras.utils import to\_categorical, pad\_sequences\n",

"from keras.callbacks import EarlyStopping\n",

"%matplotlib inline"

],

"metadata": {

"id": "udon7G0Un5Fe"

},

"execution\_count": 9,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*2. Read dataset and pre processing\*\*"

],

"metadata": {

"id": "ImTr4A\_Vc7gW"

}

},

{

"cell\_type": "code",

"source": [

"df = pd.read\_csv('/content/drive/MyDrive/spam.csv',delimiter=',',encoding='latin-1')\n",

"df.head()"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/",

"height": 206

},

"id": "YZlUPesEn\_-K",

"outputId": "901536d3-4ae5-4d5c-b841-35a143e651e9"

},

"execution\_count": 10,

"outputs": [

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

" v1 v2 Unnamed: 2 \\\n",

"0 ham Go until jurong point, crazy.. Available only ... NaN \n",

"1 ham Ok lar... Joking wif u oni... NaN \n",

"2 spam Free entry in 2 a wkly comp to win FA Cup fina... NaN \n",

"3 ham U dun say so early hor... U c already then say... NaN \n",

"4 ham Nah I don't think he goes to usf, he lives aro... NaN \n",

"\n",

" Unnamed: 3 Unnamed: 4 \n",

"0 NaN NaN \n",

"1 NaN NaN \n",

"2 NaN NaN \n",

"3 NaN NaN \n",

"4 NaN NaN "

],

"text/html": [

"\n",

" <div id=\"df-1a9347e9-a8a2-4ef0-8276-5f475593bbee\">\n",

" <div class=\"colab-df-container\">\n",

" <div>\n",

"<style scoped>\n",

" .dataframe tbody tr th:only-of-type {\n",

" vertical-align: middle;\n",

" }\n",

"\n",

" .dataframe tbody tr th {\n",

" vertical-align: top;\n",

" }\n",

"\n",

" .dataframe thead th {\n",

" text-align: right;\n",

" }\n",

"</style>\n",

"<table border=\"1\" class=\"dataframe\">\n",

" <thead>\n",

" <tr style=\"text-align: right;\">\n",

" <th></th>\n",

" <th>v1</th>\n",

" <th>v2</th>\n",

" <th>Unnamed: 2</th>\n",

" <th>Unnamed: 3</th>\n",

" <th>Unnamed: 4</th>\n",

" </tr>\n",

" </thead>\n",

" <tbody>\n",

" <tr>\n",

" <th>0</th>\n",

" <td>ham</td>\n",

" <td>Go until jurong point, crazy.. Available only ...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>1</th>\n",

" <td>ham</td>\n",

" <td>Ok lar... Joking wif u oni...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>2</th>\n",

" <td>spam</td>\n",

" <td>Free entry in 2 a wkly comp to win FA Cup fina...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>3</th>\n",

" <td>ham</td>\n",

" <td>U dun say so early hor... U c already then say...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" <tr>\n",

" <th>4</th>\n",

" <td>ham</td>\n",

" <td>Nah I don't think he goes to usf, he lives aro...</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" <td>NaN</td>\n",

" </tr>\n",

" </tbody>\n",

"</table>\n",

"</div>\n",

" <button class=\"colab-df-convert\" onclick=\"convertToInteractive('df-1a9347e9-a8a2-4ef0-8276-5f475593bbee')\"\n",

" title=\"Convert this dataframe to an interactive table.\"\n",

" style=\"display:none;\">\n",

" \n",

" <svg xmlns=\"http://www.w3.org/2000/svg\" height=\"24px\"viewBox=\"0 0 24 24\"\n",

" width=\"24px\">\n",

" <path d=\"M0 0h24v24H0V0z\" fill=\"none\"/>\n",

" <path d=\"M18.56 5.44l.94 2.06.94-2.06 2.06-.94-2.06-.94-.94-2.06-.94 2.06-2.06.94zm-11 1L8.5 8.5l.94-2.06 2.06-.94-2.06-.94L8.5 2.5l-.94 2.06-2.06.94zm10 10l.94 2.06.94-2.06 2.06-.94-2.06-.94-.94-2.06-.94 2.06-2.06.94z\"/><path d=\"M17.41 7.96l-1.37-1.37c-.4-.4-.92-.59-1.43-.59-.52 0-1.04.2-1.43.59L10.3 9.45l-7.72 7.72c-.78.78-.78 2.05 0 2.83L4 21.41c.39.39.9.59 1.41.59.51 0 1.02-.2 1.41-.59l7.78-7.78 2.81-2.81c.8-.78.8-2.07 0-2.86zM5.41 20L4 18.59l7.72-7.72 1.47 1.35L5.41 20z\"/>\n",

" </svg>\n",

" </button>\n",

" \n",

" <style>\n",

" .colab-df-container {\n",

" display:flex;\n",

" flex-wrap:wrap;\n",

" gap: 12px;\n",

" }\n",

"\n",

" .colab-df-convert {\n",

" background-color: #E8F0FE;\n",

" border: none;\n",

" border-radius: 50%;\n",

" cursor: pointer;\n",

" display: none;\n",

" fill: #1967D2;\n",

" height: 32px;\n",

" padding: 0 0 0 0;\n",

" width: 32px;\n",

" }\n",

"\n",

" .colab-df-convert:hover {\n",

" background-color: #E2EBFA;\n",

" box-shadow: 0px 1px 2px rgba(60, 64, 67, 0.3), 0px 1px 3px 1px rgba(60, 64, 67, 0.15);\n",

" fill: #174EA6;\n",

" }\n",

"\n",

" [theme=dark] .colab-df-convert {\n",

" background-color: #3B4455;\n",

" fill: #D2E3FC;\n",

" }\n",

"\n",

" [theme=dark] .colab-df-convert:hover {\n",

" background-color: #434B5C;\n",

" box-shadow: 0px 1px 3px 1px rgba(0, 0, 0, 0.15);\n",

" filter: drop-shadow(0px 1px 2px rgba(0, 0, 0, 0.3));\n",

" fill: #FFFFFF;\n",

" }\n",

" </style>\n",

"\n",

" <script>\n",

" const buttonEl =\n",

" document.querySelector('#df-1a9347e9-a8a2-4ef0-8276-5f475593bbee button.colab-df-convert');\n",

" buttonEl.style.display =\n",

" google.colab.kernel.accessAllowed ? 'block' : 'none';\n",

"\n",

" async function convertToInteractive(key) {\n",

" const element = document.querySelector('#df-1a9347e9-a8a2-4ef0-8276-5f475593bbee');\n",

" const dataTable =\n",

" await google.colab.kernel.invokeFunction('convertToInteractive',\n",

" [key], {});\n",

" if (!dataTable) return;\n",

"\n",

" const docLinkHtml = 'Like what you see? Visit the ' +\n",

" '<a target=\"\_blank\" href=https://colab.research.google.com/notebooks/data\_table.ipynb>data table notebook</a>'\n",

" + ' to learn more about interactive tables.';\n",

" element.innerHTML = '';\n",

" dataTable['output\_type'] = 'display\_data';\n",

" await google.colab.output.renderOutput(dataTable, element);\n",

" const docLink = document.createElement('div');\n",

" docLink.innerHTML = docLinkHtml;\n",

" element.appendChild(docLink);\n",

" }\n",

" </script>\n",

" </div>\n",

" </div>\n",

" "

]

},

"metadata": {},

"execution\_count": 10

}

]

},

{

"cell\_type": "code",

"source": [

"df.drop(['Unnamed: 2', 'Unnamed: 3', 'Unnamed: 4'],axis=1,inplace=True)"

],

"metadata": {

"id": "0gTwddcYn\_8u"

},

"execution\_count": 11,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"df.shape"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "87OfQKZaoeLs",

"outputId": "67d9915a-ad0f-4a9e-c8d8-7cc16aff88e5"

},

"execution\_count": null,

"outputs": [

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"(5572, 2)"

]

},

"metadata": {},

"execution\_count": 12

}

]

},

{

"cell\_type": "code",

"source": [

"#plot the ham and spam messages to understand the distribution\n",

"df['v1'].value\_counts().plot(kind='bar')\n",

"plt.xlabel('Label')\n",

"plt.title('Number of ham and spam messages')"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/",

"height": 331

},

"id": "Bs-mpiD5o7mx",

"outputId": "c7d04c52-74bf-439f-8299-c196a664cd92"

},

"execution\_count": 12,

"outputs": [

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"Text(0.5, 1.0, 'Number of ham and spam messages')"

]

},

"metadata": {},

"execution\_count": 12

},

{

"output\_type": "display\_data",

"data": {

"text/plain": [

"<Figure size 432x288 with 1 Axes>"

],

"image/png": "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\n"

},

"metadata": {

"needs\_background": "light"

}

}

]

},

{

"cell\_type": "code",

"source": [

"X = df.v2\n",

"Y = df.v1\n",

"#label encoding for Y\n",

"le = LabelEncoder()\n",

"Y = le.fit\_transform(Y)\n",

"Y = Y.reshape(-1,1)"

],

"metadata": {

"id": "6U3jJiiWo9pB"

},

"execution\_count": 13,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*3. Train-test split\*\*"

],

"metadata": {

"id": "UzyiPw\_fdXqd"

}

},

{

"cell\_type": "code",

"source": [

"#split into train and test sets\n",

"X\_train,X\_test,Y\_train,Y\_test = train\_test\_split(X,Y,test\_size=0.20)"

],

"metadata": {

"id": "AohH9l9Qo9nO"

},

"execution\_count": 14,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*4. Tokenizer\*\*"

],

"metadata": {

"id": "3YFwJm5RdZiw"

}

},

{

"cell\_type": "code",

"source": [

"max\_words = 1000\n",

"max\_len = 150\n",

"tok = Tokenizer(num\_words=max\_words)\n",

"tok.fit\_on\_texts(X\_train)\n",

"sequences = tok.texts\_to\_sequences(X\_train)\n",

"sequences\_matrix = keras.utils.pad\_sequences(sequences,maxlen=max\_len)"

],

"metadata": {

"id": "6TMTwpfZo7lQ"

},

"execution\_count": 15,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*5. Add Layers(LSTM, Dense-(Hidden Layers), Output)\*\*"

],

"metadata": {

"id": "upjlOGwwdexI"

}

},

{

"cell\_type": "code",

"source": [

"inputs = Input(name='inputs',shape=[max\_len])\n",

"layer = Embedding(max\_words,50,input\_length=max\_len)(inputs)\n",

"layer = LSTM(64)(layer)\n",

"layer = Dense(256,name='FC1')(layer)\n",

"layer = Activation('relu')(layer)\n",

"layer = Dropout(0.5)(layer)\n",

"layer = Dense(1,name='out\_layer')(layer)\n",

"layer = Activation('sigmoid')(layer)"

],

"metadata": {

"id": "ehHGZkKsdx3I"

},

"execution\_count": 16,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*6. Create Model\*\*"

],

"metadata": {

"id": "WtCoC2JVdjCg"

}

},

{

"cell\_type": "code",

"source": [

"model = Model(inputs=inputs,outputs=layer)"

],

"metadata": {

"id": "Nn0Xk8a\_pRjF"

},

"execution\_count": 17,

"outputs": []

},

{

"cell\_type": "markdown",

"source": [

"\*\*7. Compile the Model\*\*"

],

"metadata": {

"id": "SvqfHZ8UdmkI"

}

},

{

"cell\_type": "code",

"source": [

"model.summary()\n",

"model.compile(loss='binary\_crossentropy',optimizer=RMSprop(),metrics=['accuracy'])"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "0NlWVacvpRhq",

"outputId": "238c0d65-3139-46aa-fa04-93b44ee07ad4"

},

"execution\_count": 18,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Model: \"model\"\n",

"\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\n",

" Layer (type) Output Shape Param # \n",

"=================================================================\n",

" inputs (InputLayer) [(None, 150)] 0 \n",

" \n",

" embedding (Embedding) (None, 150, 50) 50000 \n",

" \n",

" lstm (LSTM) (None, 64) 29440 \n",

" \n",

" FC1 (Dense) (None, 256) 16640 \n",

" \n",

" activation (Activation) (None, 256) 0 \n",

" \n",

" dropout (Dropout) (None, 256) 0 \n",

" \n",

" out\_layer (Dense) (None, 1) 257 \n",

" \n",

" activation\_1 (Activation) (None, 1) 0 \n",

" \n",

"=================================================================\n",

"Total params: 96,337\n",

"Trainable params: 96,337\n",

"Non-trainable params: 0\n",

"\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\n"

]

}

]

},

{

"cell\_type": "markdown",

"source": [

"\*\*8.Fit the Model\*\*"

],

"metadata": {

"id": "vqM3krGwdq0B"

}

},

{

"cell\_type": "code",

"source": [

"model.fit(sequences\_matrix,Y\_train,batch\_size=128,epochs=10,validation\_split=0.2,callbacks=[EarlyStopping(monitor='val\_loss',min\_delta=0.0001)])"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "VoJCUH9KpRgA",

"outputId": "9329f288-4ab4-4c3a-f212-d38c0268d498"

},

"execution\_count": 25,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Epoch 1/10\n",

"28/28 [==============================] - 9s 331ms/step - loss: 0.0448 - accuracy: 0.9871 - val\_loss: 0.0516 - val\_accuracy: 0.9854\n",

"Epoch 2/10\n",

"28/28 [==============================] - 7s 244ms/step - loss: 0.0311 - accuracy: 0.9919 - val\_loss: 0.0508 - val\_accuracy: 0.9821\n"

]

},

{

"output\_type": "execute\_result",

"data": {

"text/plain": [

"<keras.callbacks.History at 0x7f39b27bdb90>"

]

},

"metadata": {},

"execution\_count": 25

}

]

},

{

"cell\_type": "markdown",

"source": [

"\*\*9. Save the Model\*\*"

],

"metadata": {

"id": "HSS6PA\_3duow"

}

},

{

"cell\_type": "code",

"source": [

"model.save('spam\_lstm\_model.Dinesh')"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "VNg\_QwoIpift",

"outputId": "9a3f5150-9a3e-4451-bcb8-e760bf0c35ab"

},

"execution\_count": 20,

"outputs": [

{

"output\_type": "stream",

"name": "stderr",

"text": [

"WARNING:absl:Found untraced functions such as lstm\_cell\_layer\_call\_fn, lstm\_cell\_layer\_call\_and\_return\_conditional\_losses while saving (showing 2 of 2). These functions will not be directly callable after loading.\n"

]

}

]

},

{

"cell\_type": "markdown",

"source": [

"\*\*10.Test the Model\*\*"

],

"metadata": {

"id": "YxXcSUpRdykR"

}

},

{

"cell\_type": "code",

"source": [

"test\_sequences = tok.texts\_to\_sequences(X\_test)\n",

"test\_sequences\_matrix = pad\_sequences(test\_sequences,maxlen=max\_len)"

],

"metadata": {

"id": "CYkFpkW4pnqF"

},

"execution\_count": 21,

"outputs": []

},

{

"cell\_type": "code",

"source": [

"accr = model.evaluate(test\_sequences\_matrix,Y\_test)"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "m5Pjey4RppfN",

"outputId": "7958fed7-363f-4cb1-c34a-13003668fabe"

},

"execution\_count": 22,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"35/35 [==============================] - 2s 51ms/step - loss: 0.0621 - accuracy: 0.9839\n"

]

}

]

},

{

"cell\_type": "code",

"source": [

"print('Test set\\n Loss: {:0.3f}\\n Accuracy: {:0.3f}'.format(accr[0],accr[1]))"

],

"metadata": {

"colab": {

"base\_uri": "https://localhost:8080/"

},

"id": "rCBZBza5ljEM",

"outputId": "6609b9bd-9f11-4725-82ef-032c199de72c"

},

"execution\_count": 23,

"outputs": [

{

"output\_type": "stream",

"name": "stdout",

"text": [

"Test set\n",

" Loss: 0.062\n",

" Accuracy: 0.984\n"

]

}

]

}

]

}